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a b s t r a c t 

Recommender systems aim at predicting users’ preferences based on abundant information, such as user 

ratings, demographics, and reviews. Although reviews are sparser than ratings, they provide more detailed 

and reliable information about users’ true preferences. Currently, reviews are often used to improve the 

explainability of recommender systems. In this paper, we propose the sentiment based matrix factoriza- 

tion with reliability (SBMF + R) algorithm to leverage reviews for prediction. First, we develop a sentiment 

analysis approach using a new star-based dictionary construction technique to obtain the sentiment score. 

Second, we design a user reliability measure that combines user consistency and the feedback on reviews. 

Third, we incorporate the ratings, reviews, and feedback into a probabilistic matrix factorization frame- 

work for prediction. Experiments on eight Amazon datasets demonstrated that SBMF + R is more accurate 

than state-of-the-art algorithms. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Recommender systems are successful in predicting users’ pref-

rences for items using various techniques, such as content-based

 Pazzani & Billsus, 2007 ) and collaborative filtering (CF)-based

 Sarwar, Karypis, Konstan, & Riedl, 2001 ) approaches. Content-

ased approaches extract the features of items and build a model

r profile of user interests for recommendation. CF-based ap-

roaches predict the interests of users by collecting information

rom similar users or relevant items. One class of popular CF-

ased methods is the latent factor model, including matrix factor-

zation (MF) ( Koren, Bell, & Volinsky, 2009 ), non-negative MF ( Lee

 Seung, 2001 ), and probabilistic MF (PMF) ( Mnih & Salakhutdi-

ov, 2008 ). 

CF assumes that the ratings can reflect users’ true preferences

nd items’ real qualities. However, this assumption does not al-

ays accord with real-world scenarios for several reasons. First,

ritical users tend to give a poor rating, whereas tolerant users

ight give a good rating, which does not necessarily reflect the

uality of the item ( Raghavan, Gunasekar, & Ghosh, 2012 ). Second,
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sers who give the same rating may have different degrees of sat-

sfaction ( Cheng, Ding, Zhu, & Kankanhalli, 2018; Lloret, Saggion,

 Palomar, 2010 ). Third, rating noise is introduced by fake likes,

hat is, superior or bad ratings on products presented by a large

roup of low-paid workers ( Mobasher, Burke, Bhaumik, & Williams,

007 ). Fourth, a wrong click also has an implicit influence on the

nreliability of ratings. 

Fig. 1 shows some examples of both reviews and ratings se-

ected from Amazon datasets. Here the reviews given by users are

nconsistent with their ratings. Fortunately, the increasing informa-

ion, such as pictures, tags, reviews, and feedback on e-commerce

ites, has shed some light on this problem ( McAuley, Targett, Shi,

 Hengel, 2015; Yu, Zhou, Deng, & Hu, 2018 ). Most e-commerce

ites allow users to provide reviews of products and give feedback

up or down) to evaluate the usefulness of the reviews ( Chen, Qi,

 Wang, 2012; Connors, Mudambi, & Schuff, 2011; Hart-Davidson,

cLeod, Klerkx, & Wojcik, 2010 ). Numerous models have been pro-

osed to use review information to facilitate the recommendation

ask ( Chen, Chen, & Wang, 2015; Diao et al., 2014; Kun-Peng, Ra-

anathan, & N, 2010; Wang, Zhu, & Li, 2013 ). Popular review ex-

raction techniques include latent Dirichlet allocation and feature

iscovery ( Bao, Fang, & Zhang, 2014; 2014; McAuley & Leskovec,

013; Tang, Mao, & Huang, 2016 ). 

Recently, sentiment analysis ( Cambria, Schuller, Xia, & Havasi,

013; Wilson, Wiebe, & Hoffmann, 2005; Zhang & Liu, 2011 ) has

https://doi.org/10.1016/j.eswa.2019.06.001
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"I like the show because you can learn Spanish 
words and that is good exposure for my 3 year 
old. The show is good for very young children 
but it is a very simple show."

Reviewtext: Rating:

"I've bought these for work , where I stand for 
an average of 8 hrs at a time .Comfortable, 
great traction , inexpensive."

" I've tried other bras such as the Panache and 
to double bra other bras but nothing compares . 
My ONLY gripe is that it's not adjustable and at 
64 bucks a bra that sucks especially if you're 
losing weight because you 'll have to spend
more money on a smaller bra . Get this bra if
you're looking for maximum support . I'm
actually going to buy another one because I 
don 't want to have only one ."

"This thing really sucks!You won't be able to 
remove it once it 's stuck ."

Fig. 1. Examples of inconsistent reviews and ratings on Amazon datasets. 
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been proved to be effective in uncovering people’s emotions and

opinions in different areas ( He et al., 2017; Hu, Tang, Tang, &

Liu, 2013; Li, Xie, Chen, Wang, & Deng, 2014b ). It has also led to

many sentiment embedding approaches in recommender systems

( Chen and Wang, 2014 ; Dong, P. O!‘M ̄ahony, Schaal, McCarthy, and

Smyth, 2016 ; H. Alahmadi & Xiaojun, 2015; Jakob, Weber, Müller,

& Gurevych, 2009; Yang, Zhang, Yu, & Wang, 2013a ). For exam-

ple, Zhang et al. (2014) extracted explicit product features and user

opinions using phrase-level sentiment analysis on user reviews

to generate explainable recommendations. Pappas and Popescu-

Belis (2013) labeled each review as either positive or negative, and

adjusted the prediction using these labels. Faridani (2011) con-

ducted sentiment analysis on textual reviews to infer ratings and

expanded them into multiple dimensions. Ganu, Elhadad, and Mar-

ian (2009) considered textual information to obtain review score

predictions. 

In this paper, we propose a new algorithm called sentiment

based MF with reliability (SBMF + R) for this issue. The algorithm

leverages review information to adjust the ratings and obtain more

reliable and fine-grained scores. By contrast, it uses a reliability

measure to weight the ratings and thereby improves the predic-

tion accuracy. The SBMF + R algorithm consists of three stages. In

the first stage, we construct a sentiment dictionary and conduct

sentiment analysis on reviews. Instead of using an existing sen-

timent dictionary ( Denecke, 2008; Yang et al., 2013a ), we build

a dictionary that contains rating-related scores for each dataset.

Then we use the dictionary-based sentiment analysis method to

convert reviews into sentiment scores. In the second stage, we use

a reliability measure designed in this work to evaluate each rating.

This process includes calculating the Euclidean distance between

ratings and sentiment scores of the same user, and counting the

feedback on each review. In the third stage, we incorporate rat-

ings and sentiment scores into an objective function, where their

proportions are adjusted according to the reliability. To summarize,

both ratings and reviews are used for reliable recommendations. 
Our work differs from the aforementioned works in several

spects. First, many approaches have been designed to use re-

iew information in a recommender system. Some researchers use

he aspect (topic) information of reviews to assist the predic-

ion ( McAuley & Leskovec, 2013; Musat, Liang, & Faltings, 2013;

hang et al., 2014 ). Different from this work, we use sentiment

nalysis on reviews to obtain a numerical sentiment score. Sec-

nd, most methods that conduct sentiment analysis on reviews

onsider how to add the sentiment effect to ratings. Pappas and

opescu-Belis (2013) extracted positive and negative labels from

eviews and then added a positive and negative effect to ratings.

aridani (2011) used canonical correlation analysis to map text and

umerical ratings. By contrast, our algorithm fuses sentiment in-

ormation into the MF procedure. Therefore, the user-feature and

tem-feature vectors fit the ratings and reviews simultaneously.

hird, only a few existing works pay attention to the reliability of

atings and reviews. For example, Ganu et al. (2009) assumed that

he text of a review was a better indicator of sentiment than the

oarse star rating. In our work, we assign different weights to rat-

ngs and reviews based on their reliability. 

The contribution of our algorithm lies in the following two as-

ects. On one hand, among those review-incorporated methods,

ew works focus on the inconsistency between ratings and reviews.

ur algorithm compares reviews and ratings and detects the in-

onsistency between them. On the other hand, our algorithm alle-

iates this issue by introducing a reliability measure. To the best

f our knowledge, our method is the first to attempt to measure

he reliability between reviews and ratings. Through the reliabil-

ty measure, ratings with lower reliability are given lower weights

n the rating-review combination process. Therefore, more reliable

nd fine-grained scores are obtained to improve the performance

f recommender systems. 

We conducted a set of experiments on eight Amazon datasets

o validate the effectiveness of our proposed model. The results

emonstrated that SBMF + R significantly outperformed the popu-

ar rating-based methods. Moreover, SBMF + R obtained better re-

ults on five large datasets compared with state-of-the-art review-

ncorporated methods. 

The remainder of the paper is organized as follows: We review

reliminaries, including sentiment analysis and PMF, in Section 2 .

e describe the fundamental sentiment based MF (SBMF) model

nd the extended model with a reliability measure (SBMF + R) in

ection 3 . We describe the experimental methodology of our ap-

roach and the results in Section 4 . Finally, we draw conclusions in

ection 5 . The implementation of the SBMF + R algorithm is avail-

ble at https://github.com/FanSmale, where all source code is ac-

essible. 

. Preliminaries 

In this section, we introduce background information for our

esearch, including sentiment analysis and PMF. Table 1 lists the

otation used throughout this paper. 

.1. Sentiment analysis 

Sentiment analysis is effective in detecting users’ opinions and

ttitudes using materials such as reviews and survey responses.

e use a dictionary-based sentiment analysis method to ob-

ain users’ sentiment scores ( Li, Shi, Huang, Su, & Wang, 2014a;

eviarouskaya, Prendinger, & Ishizuka, 2011; Taboada, Brooke,

ofiloski, Voll, & Stede, 2011 ). Fig. 2 shows the results of sentiment

nalysis on reviews from Amazon datasets. The highlighted words

n different colors correspond to different sentiment values. 
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Review Text:
"Interesting basic concept with a poor use of flashbacks."
"Good acting. Interesting plot."
"Great storyline, but slow plot progress."
"Clunky."
"Five stars."
"Four stars."
"Excellent king series hope it inspires more..."
"Disappointing and i don't like the weird cover for the image of the second season, 
either, the warholish picture of the 2 character."
"Horror junkie's review: Instantly forgettable; even Jeff fahey couldn't help."
"I watched the first episode because I like the lead actress and I enjoy science fiction."
"It is an addictive show - can not figure out where it is headed at all but I love watching
it - so entertaining."

Fig. 2. Reviews from an Amazon dataset with highlighted sentiment words: bold = + 2, italic = + 1, underline-italic = −1 , and underline-bold = −2 . 

Table 1 

Notation. 

Notation Definition 

n Number of users 

m Number of items 

R m × n User-item rating matrix ̂ R m ×n Predicted rating matrix 

S m × n User-item sentiment score matrix 

W m × n Reliability factor matrix 

U l × m User latent feature matrix 

V l × n Item latent feature matrix 

I m × n Indicator function matrix of user ratings 

λ Regulation parameter, e.g., λU , λV 

σ 2 Variance of Gaussian distribution, e.g., σ 2 
U , σ

2 
V 

C i Consistency of user i 

F ij Total number of votes of review that user i leave on item j 

F P 
i j 

Positive votes of review that user i leave on item j 

H ij Helpfulness of review that user i leave on item j 

T Test dataset 
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Fig. 3. Graphical model of PMF. 
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According to ( Taboada et al., 2011 ), the total sentiment score of

 review is the arithmetic sum of each word in the dictionary. 

(F ) = 

m ∑ 

i =1 

dictionary. v alue (D i ) , (1)

here S ( F ) represents the total sentiment score of sentence F and

ictionary.value is the sentiment score of word D i defined in the

ictionary. 

Based on the sentiment dictionary, the sentence “Great story-

ine, but slow plot progress,” “great,” and “slow” has the sentiment

cores of + 2 and −1 , respectively. Therefore, using Eq. (1) , the total

entiment score of this sentence is S(F ) = +2 + (−1) = +1 . Note

hat the value of the score is not limited. In reality, it often reaches

10 or + 30. 

This score is then converted into a real value in the range

1, 5], where 1 and 5 represent the most negative and positive

entiments, respectively. Thus, the sentiment scores are in the

ame range as the numerical ratings. 

.2. Probabilistic matrix factorization 

We adopt the PMF technique ( Mnih & Salakhutdinov, 2008 ) to

earn the latent characteristics, and factorize the user-item rat-

ng matrix. As shown in Fig. 3 , the user factors and item factors

re modeled as latent matrices using the Gaussian hypothesis. Let

 ∈ R l × m and V ∈ R l × n be the user and item latent feature matrices,
espectively. The conditional distribution of the user rating is given

y 

p(R | U, V, σ 2 
R ) = 

m ∏ 

i =1 

n ∏ 

j=1 

[ N (R i j | g(U 

T 
i V j ) , σ

2 
R )] I 

R 
i j , (2)

here ( x | μ, σ 2 ) is the probability density function of the Gaus-

ian distribution with mean μ and variance σ 2 , and I R 
i j 

is the in-

icator function that equals 1 if user i rated item j and equals 0

therwise. We also model the user and item latent feature vectors

ased on the Gaussian priors hypothesis: 

p(U | σ 2 
U ) = 

m ∏ 

i =1 

[ N (U i | 0 , σ 2 
U I )] , (3)

p(V | σ 2 
V ) = 

n ∏ 

j=1 

[ N (V j | 0 , σ 2 
V I )] . (4)

ence, through simple Bayesian inference, we have 

p(U, V | R, σ 2 
R , σ

2 
U , σ

2 
V ) 

∝ p(R | U, V, σ 2 
R ) p(U | σ 2 

U ) p(V | σ 2 
V ) 

= 

m ∏ 

i =1 

n ∏ 

j=1 

[ N (R i j | g(U 

T 
i V j ) , σ

2 
R )] I 

R 
i j 

×
m ∏ 

[ N (U i | 0 , σ 2 
U I )] ×

n ∏ 

[ N (V j | 0 , σ 2 
V I )] . (5) 
i =1 j=1 
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Table 2 

Words with sentiment scores. 

Office products Instant video Beauty Cell phones 

great + 2 enjoyable + 2 awesome + 2 perfect + 2 

handy + 1 realistic + 1 affordable + 1 handy + 1 

weak −1 predictable −1 greasy −1 limited −1 

useless −2 boring −2 disappointed −2 flimsy −2 
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Fig. 4. Graphical model of SBMF. 
3. Proposed algorithm 

In this section, we describe our SBMF + R algorithm. First, we

present a star-based method for dictionary construction. Second,

we introduce the review sentiment analysis process. Third, we in-

troduce the sentiment based matrix factorization (SBMF) model.

Fourth, we use the reliability measure designed in this section is

employed to evaluate each rating. Finally, we extend the SBMF

model to the SBMF + R algorithm. 

3.1. Dictionary construction 

In the first stage, we construct the star-based sentiment dictio-

nary from the review text. Table 2 shows some words with sen-

timent score selected from the star-based dictionary. Star-based

means that we consider rating stars in the classification of sen-

timent words. Our intuition is that reviews with 5 stars mostly

convey positive emotions, and vice versa ( Lu, Malu, Umeshwar, &

Zhai, 2011 ). Therefore, the keywords in reviews should be in line

with the reviews’ overall emotions. We design two techniques for

dictionary construction. Most existing sentiment dictionaries only

label words with a binary value (positive or negative). We assign

different scores that correspond to different sentiment intensities

to obtain more accurate results. The same word could express dif-

ferent emotions for different categories of products. Therefore, we

build a different dictionary for each category to alleviate this prob-

lem. 

Instead of using existing sentiment dictionaries, such as Senti-

WordNet ( Baccianella, Esuli, & Sebastiani, 2010 ), we extract key-

words and build a new dictionary. First, we classify the reviews

into five groups according to their rating levels (1 star to 5 stars).

Second, for each group of reviews, we extract keywords with a

term frequency of more than 0.002. In the extraction process, we

filter out stop words, neutral nouns, and verbs using the NTLK

toolkit. Furthermore, we consider the effects of negation, modal-

ity and the localization role of adverbs. Third, the keywords in dif-

ferent groups (1, 2, 3, 4, and 5 stars) are assigned corresponding

sentiment scores ( −2 , −1 , 0, 1, and 2). Fourth, we classify words

that appear in multiple groups, we classify them into the group

with the highest term frequency. 

We conduct the construction process on each dataset, therefore

each dataset has a dictionary that fits its features. The reliability of

the star-based dictionary is reported in Section 4 . 

3.2. Review sentiment analysis 

After constructing the sentiment dictionary, we conduct sen-

timent analysis on each review. The process is similar to

Section 2.1 but we consider the effects of negation and modality. 

Negation Negation can be used to deny or reject statements

( Jia, Yu, & Meng, 2010 ). We consider two types of negation re-

versal to check whether the sentiment score should be adjusted

( Benamara, Chardon, Mathieu, Popescu, & Asher, 2012 ). One type of

negation completely reverses the polarity of the sentiment. For ex-

ample, if we assume that the score of “comfortable” is + 1, then the

score of “not comfortable” is reversed to −1 . Another type of nega-

tion is that of a very positive (negative) adjective, which slightly
everses the polarity. For example, if we assume that the score of

excellent” is + 2, then the score of “not excellent” is multiplied by

0 . 5 to 1. 

Modality Modality is a grammatical expression that embeds

ossibility, necessity or ability in a sentence ( Yang, Yu, Chen, &

ing, 2013b ). It is grammatically expressed via modal verbs such

s “maybe”, “certainly”, and “may”. We adopt the approaches in

 Özdemir, 2015 ) and consider the modal verbs that weaken the

entimental intensity. Therefore, a sentiment word that occurs in

he scope of modality is multiplied by 0.5 to dampen its intensity. 

Table 3 presents the final sentiment score after negation and

odality operations. To evaluate the precision of the sentiment

nalysis process, we conducted the experiments on eight datasets.

he quality of sentiment analysis is reported in Section 4.1 . 

.3. SBMF Model 

Based on the PMF approach and sentiment analysis, we design

ur SBMF model. Fig. 4 shows the graphical model of SBMF. The

ser-rating matrix is modeled as given by Eq. (5) . Through sim-

le Bayesian inference, the conditional distribution of user rating

s computed as 

p(U, V | R, σ 2 
R , σ

2 
U , σ

2 
V ) 

∝ p(R | U, V, σ 2 
R ) p(U | σ 2 

U ) p(V | σ 2 
V ) 

= 

m ∏ 

i =1 

n ∏ 

j=1 

[ N (R i j | g(U 

T 
i V j ) , σ

2 
R )] I 

R 
i j 

×
m ∏ 

i =1 

[ N (U i | 0 , σ 2 
U I )] ×

n ∏ 

j=1 

[ N (V j | 0 , σ 2 
V I )] . (6)

Now we consider MF for the sentiment score. Let S ij represent

he sentiment score that we obtain from the early stage. We also

odel the user and item latent feature matrices as U ∈ R l × m and

 ∈ R l × n , respectively. To model the user and item latent feature

atrices to fit the sentiment score, we define the conditional dis-

ribution over the observed sentiment score as 

p(S | U, V, σ 2 
S ) = 

m ∏ 

i =1 

n ∏ 

j=1 

[ N (s i j | g(U 

T 
i V j ) , σ

2 
S )] I 

S 
i j , (7)

here I R 
i j 

is the indicator function that equals 1 if user i rated

ovie j and equals 0 otherwise. We also place zero-mean spher-

cal Gaussian priors on the user and item feature vectors: 

p(U | σ 2 
U ) = 

m ∏ 

i =1 

[ N (U i | 0 , σ 2 
U I )] , (8)
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Table 3 

Some sentiment scores after negation and modality operations. 

word category original score in context of trigger word final score 

impressed positive + 2 negation not 2 ∗(−0 . 5) = −1 

problem negative −1 negation didn’t (−1) ∗(−1)= 1 

well positive + 1 modality hope 1 ∗0.5 = 0.5 

leak negative −2 modality may (−2) ∗0.5 = −1 
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p(V | σ 2 
V ) = 

n ∏ 

j=1 

[ N (V j | 0 , σ 2 
V I )] . (9)

Hence, similar to the inference in Eq. (6) , we have 

p(U, V | S, σ 2 
S , σ

2 
U , σ

2 
V ) 

∝ p(S | U, V, σ 2 
S ) p(U | σ 2 

U ) p(V | σ 2 
V ) 

= 

m ∏ 

i =1 

n ∏ 

j=1 

[ N (S i j | g(U 

T 
i V j ) , σ

2 
S )] I 

S 
i j 

×
m ∏ 

i =1 

[ N (U i | 0 , σ 2 
U I )] ×

n ∏ 

j=1 

[ N (V j | 0 , σ 2 
V I )] . (10) 

aximizing the log-posterior over the user and item features with

yperparameters ( σ R 
2 , σ U 

2 , σ V 
2 ) kept fixed is equivalent to mini-

izing the following sum-of-squared-errors objective function: 

 (θ ) = 

∑ 

i, j 

I i j [(R i j − U 

T 
i V j ) 

2 ] + 

∑ 

i, j 

I i j [(S i j − U 

T 
i V j ) 

2 )] 

+ λU ‖ U‖ 

2 
F + λV ‖ V ‖ 

2 
F , (11) 

here 
∑ 

i, j I i j [(R i j − U 

T 
i 

V j ) 
2 ] and 

∑ 

i, j I i j [(S i j − U 

T 
i 

V j ) 
2 )] are the

ost functions of rating and sentiment score, λU = σR 
2 / σU 

2 , λV =
R 

2 / σV 
2 are the regularization parameters and ‖ · ‖ is the Frobe-

ius norm of a matrix. This equation is used to build the final

odel. 

.4. Reliability measure 

Only a few works have discussed whether ratings or reviews

re more reliable in the prediction task ( Ganu et al., 2009; Hu,

avlou, & Zhang, 2006; Tang, Gao, Hu, & Liu, 2013 ). We take both

ser consistency and review feedback into account as the reliability

easure. Then we calculate the reliability measure of each rating

o assign a personalized weight to them. 

We denote the rating vector of user i as R i = [ R i 1 , . . . , R in ] . Let

 i = [ S i 1 , . . . , S in ] be the user’s sentiment score vector that we cal-

ulated using sentiment analysis. The consistency of user i is de-

ned as the Euclidean distance C i between the user’s rating vector

nd the user’s sentiment score vector. The larger the distance be-

ween ratings and reviews, the lower the consistency of users. User

onsistency is defined as 

 i = 

√ 

n ∑ 

i =1 

(R i − S i ) 2 . (12) 

In addition to user consistency, we also consider the helpfulness

f each review. Most e-commerce websites allow users to provide

eedback on reviews as thumbs up or thumbs down. This feedback

s considered as the helpfulness of the reviews, which reflects the

uthenticity of the reviews. Therefore, we use positive feedback as

he helpfulness of the reviews. Some researchers have proposed

utomatically assessing the feedback of each review ( Kim, Pan-

el, Chklovski, & Pennacchiotti, 2006; Martin & Pu, 2014; Raghavan
t al., 2012; Tang et al., 2013 ). Let F ij and F P 
i j 

denote the total num-

er of votes and positive votes, for the review that user U i left on

tem V j . Then the helpfulness of review H ij is given by 

 i j = F P i j /F i j . (13)

et W ij represent the reliability of user i s review on item j . Then

he reliability factor of rating R ij is 

 i j = 

H i j 

1 − C i 
. (14) 

imilarly, the reliability factor of sentiment score S ij is 1 − W i j . We

ormalize the reliability interval to [0, 1]. Using reliability estima-

ion, we finally obtain a personalized weight for each rating. 

.5. SBMF + R 

Fig. 5 shows the graphical model of SBMF + R. 

SBMF + R is an extension of the SBMF model with a reliability

easure. After reliability estimation, as shown in Fig. 5 , we ex-

end the SBMF model to the SBMF + R algorithm. We assign differ-

nt weights to ratings and reviews based on their reliability. With

eliability factor w ij calculated, the sum-of-squared-errors objective

unction is given by 

 (θ ) = 

∑ 

i, j 

I i j [ W i j (R i j − U 

T 
i V j ) 

2 ] 

+ 

∑ 

i, j 

I i j [(1 − W i j )(S i j − U 

T 
i V j ) 

2 )] + λU ‖ U‖ 

2 
F + λV ‖ V ‖ 

2 
F , 

(15) 

here λU = σ 2 / σU 
2 and λV = σ 2 / σV 

2 are the regularization pa-

ameters and ‖ · ‖ is the Frobenius norm of a matrix. In our ex-

eriments, λU = λV = λ. 

The log posterior probability of Eq. (15) is 

n p(U, V | S, R, σ 2 
s , σ

2 
R , σ

2 
U , σ

2 
V ) 

= − 1 

2 σS 
2 

m ∑ 

i =1 

n ∑ 

j=1 

I i j [ W i j (R i j − g(U 

T 
i V j )) 

2 ] 

− 1 

2 σR 
2 

m ∑ 

i =1 

n ∑ 

j=1 

I i j [(1 − W i j )(S i j − g(U 

T 
i V j )) 

2 ] 

− 1 

2 σU 
2 

m ∑ 

i =1 

U 

T 
i U i −

1 

2 σV 
2 

n ∑ 

j=1 

V 

T 
j V j 

−1 

2 

(( 
m ∑ 

i =1 

n ∑ 

j=1 

I i j ) ln σ 2 
S + ( 

m ∑ 

i =1 

n ∑ 

j=1 

I i j ) ln σ 2 
R ) 

−1 

2 

(ml ln σ 2 
U + nl ln σ 2 

U ) + C, (16) 

here C is an independent constant. Maximizing Eq. (16) with hy-

erparameters ( σ 2 , σ 2 
U 

, σ 2 
V 

) kept fixed is equivalent to minimizing

he following objective function: 

 (U, V, R, S) = 

1 

2 

m ∑ 

i =1 

n ∑ 

j=1 

I R i j [ W i j (R i j − g(U 

T 
i V j )) 

2 ] 
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j = 1,…, m j = 1,…, m

i = 1,…,n

i = 1,…,n

1-

∗

Fig. 5. Graphical model of SBMF + R. 

Table 4 

Statistics for the eight Amazon datasets. 

Dataset #users #items #review #words #words/item #reviews/item 

Patio, lawn and garden 1,686 963 13,272 1,360,320 102.49 13.80 

Office products 4,905 2,420 53,258 5,103,630 95.83 22.01 

Amazon instant video 5,130 1,685 37,126 2,415,801 65.07 22.03 

Baby 19,445 7,050 160,792 5,449,909 33.89 22.81 

Tools and home improvement 19,856 10,217 134,476 4,777,536 35.53 13.16 

Beauty 22,365 12,101 198,502 12,571,484 63.33 16.40 

Cell phones and accessories 27,879 10,429 194,439 12,207,401 62.78 18.64 

Clothing and accessories 39,387 23,033 278,677 12,874,343 46.19 12.10 
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s  

W  
+ 

1 

2 

m ∑ 

i =1 

n ∑ 

j=1 

I R i j [(1 − W i j )(S i j − g(U 

T 
i V j )) 

2 ] 

+ 

λU 

2 

‖ U‖ 

2 
F + 

λV 

2 

‖ V ‖ 

2 
F . (17)

The local minimum of objective function Eq. (18) and

Eq. (19) can be obtained by performing gradient descent on U i and

V j : 

L 

U i 

= 

n ∑ 

j=1 

I R i j [ W i j g 
′ (U 

T 
i V j )(g(U 

T 
i V j ) − R i j ) V j ] 

+ 

n ∑ 

j=1 

I R i j [(1 − W i j ) g 
′ (U 

T 
i V j )(g(U 

T 
i V j ) − S i j ) V j ] + λU U i (18)

L 

V j 

= 

m ∑ 

i =1 

I R i j [ W i j g 
′ (U 

T 
i V j )(g(U 

T 
i V j ) − R i j ) U i ] 

+ 

m ∑ 

i =1 

I R i j [(1 − W i j ) g 
′ (U 

T 
i V j )(g(U 

T 
i V j ) − S i j ) U i ] + λV V j . (19)

4. Experiments 

We conducted experiments on eight 5-core Amazon product re-

view datasets. Table 4 shows the statistics for the datasets used

b  
n our experiments. The 5-core Amazon datasets included reviews,

atings, helpfulness votes, product metadata and links, etc. 5-core

ata means that each of the users and items in the datasets had

t least five reviews each. Three types of information were used

s input: rating, review, and helpfulness votes. Each dataset con-

ained products of one category. The number of reviews ranged

rom 13,272 to 278,677. 

Table 5 presents the distribution of the five levels of ratings.

e observed that the 5 stars accounted for nearly 50% of the total

atings. 

.1. Sentiment analysis evaluation 

Table 6 shows the evaluation of the star-based dictionary,

here ‘Prec’ denotes ‘Precison’. To evaluate the reliability of the

ictionary, we used a similar human annotation scheme to that

sed in ( Zhang et al., 2014 ). We randomly sampled 20% of words in

he dictionary for each dataset to be labeled by three human an-

otators. Then the sentiment scores of these words were converted

nto a binary value (positive or negative). A sentiment word was

onsidered appropriate if it was approved by at least two annota-

ors. The average agreement among human annotators is 93.85%. 

To evaluate the performance of sentiment analysis, we used a

imilar human annotation scheme to that used in ( Lu et al., 2011 ).

e randomly sampled some reviews from each dataset to be la-

eled by three human annotators. The annotators were asked to
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Table 5 

Rating distribution. 

Dataset 1 star 2 stars 3 stars 4 stars 5 stars 

The proportion of level- k (%) 

Patio, lawn and garden 3.91 5.07 12.50 25.50 53.02 

Office products 2.12 3.24 9.50 28.19 56.95 

Amazon instant video 4.62 5.08 11.28 22.75 56.27 

Baby 4.86 5.72 10.73 20.52 58.17 

Tools and home improvement 3.82 3.69 8.01 21.07 63.41 

Beauty 5.30 5.77 11.21 20.02 57.70 

Cell phones and accessories 6.83 5.68 11.03 20.57 55.89 

Clothing and accessories 4.01 5.55 10.92 20.94 58.58 

Table 6 

Evaluation results for the sentiment lexicon. 

Patio Office Video Baby Tools Beauty Phones Clothing 

words 76 75 85 72 71 79 75 69 

Prec 0.9537 0.9533 0.9329 0.9522 0.9337 0.9547 0.9433 0.9410 

Table 7 

Evaluation results of sentiment analysis performance. 

Patio Office Video Baby Tools Beauty Phones Clothing 

entry 82 91 120 123 131 156 182 219 

Prec(Postive) 0.8032. 0.8116 0.8625 0.8494 0.8922 0.8586 0.8783 0.8901 

Prec(Neutral) 0.7059 0.7619 0.8261 0.8235 0.8125 0.8095 0.8077 0.8148 

Prec(Negative) 0.6862 0.7442 0.6957 0.7429 0.7073 0.6341 0.7377 0.8194 

Prec(Overall) 0.7683 0.7912 0.8167 0.8130 0.8473 0.8269 0.8516 0.8584 
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abel each review with sentiment information (five-scale). The sen-

iment score interval was transformed into rating levels [1,5] and

 review was considered proper if it was approved by at least two

nnotators. Table 7 shows the evaluation results, where positive,

eutral and negative denote the scores within the rating levels 4–

, 3, and 1–2, respectively. The average agreement among human

nnotators was 82.17%. 

.2. Evaluation metric 

We used normalized Root-Mean-Square-Error (NRMSE) in our

xperiment to measure the performance of prediction accuracy: 

MSE = 

√ ∑ n 
i =1 (R i, j − ̂ R i j ) 2 

| T | , (20) 

RMSE = 

RMSE 

R max − R min 

, (21) 

here T denotes the test data; R i,j and 

̂ R i j denote the observed rat-

ng and the predicted rating of user i on item j , respectively; and

 max and R min represent the maximum and minimum rating, re-

pectively. The reason this metric was used is that we could com-

are the performance of difference datasets regardless of the range

r variance it has. The smaller NRMSE, the better the performance.

.3. Model evaluation 

We compared the performance of SBMF + R with different meth-

ds for evaluation. The primitive MF algorithm based on only users

atings was considered as the baseline. To evaluate the effective-

ess of review incorporation, we compared the null SBMF model

ith rating-based methods. The methods compared in the experi-

ent are as follows: 

1) Matrix factorization (MF) ( Koren et al., 2009 ): the primitive ma-

trix factorization algorithm, which was used as the baseline. 
2) Probabilistic matrix factorization (PMF) ( Mnih & Salakhutdi-

nov, 2008 ): a classical matrix factorization method with the

Gaussian hypothesis. 

3) Hidden factors as topics (HFT) ( McAuley & Leskovec, 2013 ): this

algorithm considers reviews into recommendation tasks and

fuses latent review topics into latent rating dimensions. We

used the code provided by the authors. 

4) Sentiment Probabilistic matrix factorization (SBMF): we sim-

ply incorporated sentiment information into the model without

considering the reliability. 

Both MF and PMF only take ratings as input, whereas HFT,

BMF, and SMBF + R take both ratings and reviews as input. Com-

arisons between MF, PMF, and SMBF demonstrate the effective-

ess of review incorporation. Comparisons between HFT, SBMF,

nd SMBF + R demonstrate the advantages of sentiment analysis in

rocessing reviews. Additionally, they also demonstrate the effec-

iveness of the reliability measure in improving the prediction ac-

uracy. We randomly split the datasets into 80% training data and

0% test data. 

Fig. 6 shows the performance of SBMF + R with latent feature

imension K varied from 5 to 25. In the experiment, latent space

imensions of the five methods were all set to 10 for fairness. We

lso fixed λU = λV = λ = 0.01 and learning rate = 0.2 for all meth-

ds. 

.4. Results 

Table 8 shows the NRMSE for the models in the experiments.

n particular, we show the improvements of our algorithm com-

ared with the rating-based method PMF and review-incorporated

ethod HFT. On comparison, we have the following observations: 

1) SBMF + R obtained the lowest NRMSE on the Baby, Tools, Beauty,

CellPhones, and Clothing datasets, with improvements of 0.32%,

0.75%, 2.72%, 6.88%, and 2.35% respectively, compared with the

second best method. 

2) SBMF + R obtained the second-lowest NRMSE on the Office, Pa-

tio, and Instant video datasets. Though SBMF + R ranked sec-
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Fig. 6. Effect of dimension K . 

Table 8 

NRMSE comparison for the different methods. 

Dataset MF PMF HFT SBMF SBMF + R Improvement 

(a) (b) (c) (d) (e) e vs. b e vs. c 

Patio 0.2992 0.2934 0.2455 0.2653 0.2596 11.52% −5.74% 

Office products 0.2565 0.2379 0.2206 0.2329 0.2281 4.12% −3.40% 

Instant Video 0.2993 0.2917 0.2447 0.2798 0.2571 11.86% −5.07% 

Baby 0.3088 0.2913 0.2812 0.2803 0.2794 4.09% 0.64% 

Tools 0.2783 0.2649 0.2544 0.2535 0.2516 5.02% 1.10% 

Beauty 0.3411 0.3338 0.3085 0.2979 0.2898 13.18% 6.06% 

Cell Phones 0.3496 0.3243 0.3426 0.3054 0.3020 6.88% 11.85% 

Clothing 0.2824 0.2810 0.2864 0.2771 0.2706 3.70% 5.52% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

g  

O  

s  

i  

a  

t

D

 

 

 

 

C

 

M  

C  
ond, it still demonstrated great improvements compared with

rating-based MF methods, which demonstrates the effective-

ness of review incorporation. The improvements on the Office,

Patio, and Instant video datasets compared with the best results

for MF, PMF were approximately 4.12%, 11.52%, and 11.86%, re-

spectively. 

3) To evaluate the validity of reliability, we conduct pairwise T-

test a significance level of 5% on SPSS to analyze the significant

difference. The pairwise T-test rejected the null hypothesis with

a p-value equal to 0.02759. Therefore, we can claim that there

is a significant difference between SBMF and SBMF + R. 

4) From Table 8 , we conclude that SBMF + R performed better

on five datasets. These five datasets all contained more than

19,0 0 0 users, and other three datasets contained less than 60 0 0

users. 

5. Conclusions and future work 

In this paper, we presented the SBMF + R algorithm to lever-

age reviews for prediction. SBMF + R adjusts the weights of rat-

ing and sentiment information using the reliability measure. Com-

pared with both rating-based and review-based state-of-the-art al-
orithms, our algorithm obtained better results on some datasets.

ne area of future work is to use more advanced sentiment analy-

is techniques to identify the correlation between reviews and rat-

ngs. Another area of future work is to improve recommendation

ccuracy and diversity of recommendation by incorporating more

ypes of information, such as brand and price. 
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